
Optimize your Language Model Training, with Spectrum
At Arcee AI, we've integrated Spectrum into our model training routine to optimize both the Continued Pre-Training (CPT) 
and Supervised Fine-Tuning phases – dramatically enhancing LLM training efficiency.

What is Spectrum?
Spectrum is a novel training methodology designed to optimize the training process of LLMs by selectively training specific 
layers based on their signal-to-noise ratio (SNR). The core concept of Spectrum is straightforward yet highly effective. 
Instead of updating every layer of the model during training, Spectrum identifies and prioritizes the layers that contribute 
most significantly to performance improvements (high SNR), while the layers with low SNR remain frozen. The primary 
advantages of Spectrum are:

● Reduced Training Time: By concentrating the training effort on a subset of the model's layers, Spectrum significantly 
reduces the computational resources and time required for training LLMs.

● Memory Efficiency: Selective layer training results in lower memory consumption, enabling the handling of larger models or 
batch sizes.

● Minimized Catastrophic Forgetting: Freezing specific layers helps retain the knowledge already embedded in the model, 
thereby reducing the risk of catastrophic forgetting.

How Does Spectrum Work?
The Spectrum methodology can be broken down into the following 
steps:

● SNR Analysis: In the initial training phase, Spectrum assesses the 
signal-to-noise ratio for each model layer. The SNR measures the 
useful information each layer contributes relative to the noise.

● Layer Selection: Based on the SNR analysis, layers are categorized into 
high and low SNR groups. Layers with high SNR are deemed critical for 
training and are selected for updates.

● Targeted Training: Only the high SNR layers undergo active training, 
while the low SNR layers are kept frozen.

Who are the ideal users of 
Spectrum?
Spectrum is perfect for anyone looking to 
reduce computational costs while 
significantly improving the efficiency and 
performance of large language models 
(LLMs). It integrates easily into existing 
training pipelines with minimal 
adjustments, thanks to its flexible design 
that works seamlessly with various 
training frameworks and environments.

Evaluations of LLM training with Spectrum
Training massive models like Qwen2-72B and Llama-3-70B on a single H100 node has traditionally involved significant 
performance trade-offs due to the extensive computational resources required. At Arcee AI, we utilized Spectrum for the 
Continued Pre-Training of Qwen2-72B and Llama-3-70B to quantify its impact. We then conducted extensive evaluations 
across various metrics. Here are some highlights:

● Training Time Reduction: Spectrum reduced training time by an average of 35%, with some pipelines achieving a 42% 
reduction, allowing faster iterations and quicker model deployment.

● Memory Usage: Selective layer training cut memory usage by up to 36%, enabling larger models or increased batch sizes 
without requiring extra hardware.

● Performance Metric: Models trained with Spectrum showed no significant performance degradation, with some even 
improving due to targeted training of high-impact layers.

Why Choose Spectrum Over QLoRA and Full Fine-Tuning Techniques?
Spectrum demonstrates significant efficiency improvements over QLoRA and full fine-tuning techniques in training large 
language models (LLMs). Our comparative analysis of Spectrum-50 and Spectrum-25 against QLoRA and full fine-tuning 
within the same training procedure revealed the following key findings:

●Training Time Reduction: Spectrum-25 shows 13% more reduction in training time compared to QLoRA (37% vs. 24%).
●Memory Usage:Spectrum-25 shows 8% more memory savings per GPU compared to QLoRA in distributed training settings 

(23% vs. 15%).
●Performance Metrics: Regarding performance metrics, Spectrum competes with fully fine-tuned models and sometimes 

outperforms them in benchmark scores. Additionally, Spectrum surpasses QLoRA across almost all metric (see graphs 
below).

How can I get started with Spectrum?             Book a demo with our team, & download our Spectrum e-book.

https://huggingface.co/Qwen/Qwen2-72B
https://huggingface.co/meta-llama/Meta-Llama-3-70B
https://www.arcee.ai/book-a-demo
https://www.arcee.ai/product/arceecloud#:~:text=Ready%20to%20learn%20more%3F%0ACheck%20out%20these%20resources%3A
http://www.arcee.ai

