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Content [d/r]econstructing AI: 
dreams of visionary fiction

This zine is the result of a 
series of steps, instructions, and 
processes set out during an 
online workshop presented at the 
Ars Electronica festival 2020. It 
is, in a sense, the output of an 
algorithm. Yet, as in the cases of 
the algorithmic decision-making 
systems interrogated throughout 
this zine, the input processed as 
part of the workshop consisted of 
the thoughts, beliefs, perspectives, 
expertise, and experiences of the 
workshop participants themselves. 

An interrogation of the non-
technological structures behind 

This special edition of Algorithms of Late-Capitalism 
was created by Nushin Isabelle Yazdani and internet 
teapot (Karla Zavala and Adriaan Odendaal) and 
the participants of the workshop: 

[d/r]econstructing AI – dreams of visionary fiction 
and zine-making
How to Become a High-Tech-Anti-Discrimination 
Activist Collective

Kepler’s Garden - Ars Electronica, September 2020

algorithmic decision-making 
systems that are so readily 
presented as neutrally non-
human can be a powerful tool for 
imagining alternative futures and 
presents. The designs of these 
systems are normative rather than 
neutral and can consequently 
reproduce and reinforce structural 
discrimination in our society. 
Can we imagine radical design 
alternatives to create a more just 
and equitable digitally mediated 
world? 

Editorial

Initial Questions on AI & Discrimination 

Three cases of Machine Learning
Case [1] AMS Service Austria (“Classification of unemployed 
people”)
Case[2] Predicting a worker’s mindset —
with one click on their LinkedIn
Case [3] Jurisdictional risk assessment – Likely to re-offend?
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Initial Questions
on AI & 
descrimination
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and further questions
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I 
wonder how 

a quality of self-
disclosure could look So, 

not being tech pessimistic I 
believe there’s great  potential 
(generally in everything and 
everyone) but how could AI 

render  visible the ways 
it makes decisions/

suggestions.

Black 
boxing: 

technical/
proprietary

the 
profit 
motive 

(companies don’t 
want their algorithms 

to be transparent 
or accessible to 

everyone)

Question of 
transparency

How could 
you design 

a system that 
makes itself 

visible as well?

How 
can we build 

AI that instead of 
preserving the status 

quo is benefitting mar-
ginalized communities 
and leads to fair out-

comes even in  an 
unfair world?

Alternative 
cultural 

perspectives (as 
opposed to Silicon 

Valley value 
system/model/

thinking)?
Thinking/
acting in 
outside of 

silos?

Can 
we design an 
AI system that 

actively destroys 
biases? Positive 
discrimination?

What 
approach 

is most suitable to 
combat discrimination 

with regard to AI? Are there 
any mechanisms which can 
be installed in order to pre-
vent discrimination or does 
every system still require 

human control?
make 

sure data 
is diverse

double 
checking 
outcomes, 

critical thinking

use 
relevant and 
not outdated 

data

Is 
this the re-

sponsibility of big 
tech companies? Is it 
a systemic problem 

that needs a strucutural 
solution?

Unlearning 
sexism, racism, 

classism and homophobia 
seems so simple, but in reality 
it needs a lot of reflection and 
practice for most people  living 
in Europe and parts of the world 

dominated by Europeans -  especially 
in the digital world. How can we show 
that it is much more  fun to live in a 
world without these dehumanizing 

hierarchies and  stereotypes? How can 
we contribute to a development of 

digital  technology (structure 
and content) that is free 

of this?

de-
centrilized 
creation of 

software. give 
voice to other 
communities.

algorithmic 
accountability

desicions 
made for 

profit oriented 
companies will 
always follow 

efficiency rather 
than fairness.

How 
can we 

make sure there 
are policies and appeal 

structures in place when AI 
is in use and affecting (large) 
groups of people (i.e. British A 
Level Algorithm) and how can 
we make sure policy makers 

are aware of various, at 
times intersecting, 
discriminations?

raise 
awareness, 

workshops for 
responsible 

persons

How can 
activists adress racism 

/ discrimination from AI 
systems? I mean it in the way 

that the topic seems to be very 
abstract. first of all how to explain 
what AI discrimination looks like? 

what we fight  for and what 
against, who is an expert on that 

field that we can ask  and 
what can/ want we (to) do? Open 

Source

good 
prac-
tise

create 
transparent 

systems

challenge 
existing 

hierachies
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“technologies  embody social 
relations (power). Through 

a design justice lens, we 
might say [that...] most 

of the time designers 
unintentionally 
reproduce the 

matrix of domination 
(white supremacist 

heteropatriarchy, 
capitalism, 
and settler 

colonialism).” 
Sasha Costanza-Chock

Three cases 
of Machine 
Learning 
Unemployment
Recruiting
Jurisdictional Risk Assessment

Image: https://twitter.com/schock
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Case [1]
AMS Service Austria (“Classification 
of unemployed people”)

An excerpt from the AMS algorithm’s documentation.  (Src: Lopez, Paola - 
Reinforcing Intersectional Inequality via the AMS Algorithm in Austria / Holl, et. al., 
2018, p. 11 Excerpt from the AMS comic by Anna Kraher, created during the “Data Justice” class by 

Nushin Yazdani and Jasmin Grimm at Humboldt University, 2020.

The Public Employment Service 
Austria has been planning to employ 
an algorithmic decision-making system 
from this year on (it’s been delayed 
due to COVID).

The system is supposed to classify 
unemployed people into three groups: 
high, medium and low, according to 
their chances of being reintegrated 
into the labour market.

The group classified as “high” does not 
need much support, the middle group 
has good chances and receives a lot 
of support, e.g. further training. The 
third group is considered to be difficult 
to reintegrate and does not receive as 
much support. This group has a low 
score.

What reduces the score: being a 
woman, being over 50, not having 
an EU passport, compulsory 
childcare, few days of employment.

See more details here: 
https://paolalopez.eu
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W
hy

 d
oe

s 
th

is 
to

ol 
exi

st? 
What was it created for?

In
 w

ha
t w

ay
s d

oes this tool do harm?

Case[1]
AMS Service Austria (“Classification 
of unemployed people”)

efficient distribution of 
ressources

Categorization/classification 
is how computer systems work 

- classification of data. I.e. 
computationality

only people with
comp sci backgrounds

W
ho

 h
el

pe
d 

cr
ea

te
 th

is 
tool?

People who likely 
would never fall into 
the second two boxes

Developer Agency 
contracted

Who profi ts from this tool?Broader boxes makes 
things more efficient 

for government / 
administration

Government saves resources

Tax payers (i.e. people with EU 
passports)

Who is harmed by this tool?

Acceleration of inequality!
(“reproduction and 

reinforcement of inequality”)

people that are being 
constrained already

How does racism, sexism, classism, ableism, homophobia, 
transphobia... ON THE SOCIETAL LEVEL play a part in this?

How does racism, sexism, classism, ableism, homomisia, 
transmisia... ON THE INSTITUTIONAL LEVEL play a part in 

this?

quick fix solutionism

people who need the most help 
don’t get it: In the long run it 

doesn’t solve the problem they 
are trying to solve, as they would 

just create more poverty and 
people who need state support

people with children, lots 
of household tasks might 
not be able to attend all 
meetings (teilnahme)

people not fitting the 
efficient normative 
system

If women get discriminated on, can we assume that also anyone who is 
explicitly not male?

Definitely xenophobia- Immigrants and refugees probably more often than 
not end up in the last category

ableism (I guess “beinträchtigt” = disabled which alone is problematic 
enough) - people with disabilities might need

more support at the workplace (because workplaces often aren’t built 
with accessibility in mind) - again, saving money and being efficient

This method is inspired by the Design Justice Network, the Stop LAPD Spying Coalition and Free 
Radicals, by Patricia Hill Collins and Kimberlé Crenshaw
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Case[2]
Predicting a worker’s mindset —
with one click on their LinkedIn

The Berlin start up bunch.ai promised 
to assess people based on their 
LinkedIn profile – with only 1 click.

“Meet Emma, an A.I. that’s able 
to predict a person’s mindset, 
motivations, and working style based 
on 100 indicators in their public 

profile. Emma combines information 
like past employers and roles with 
more subtle indicators like the 
language candidates use to describe 
their work, the posts they share 
publicly, and the way colleagues talk 
about them.

The result? A more holistic picture 
of a person’s priorities – and 
potential fit for the role – with 1 
click.”

Status Quo: LinkedIn asked Bunch.
ai to make several changes to 
their software, and Bunch.ai had to 
abandon their service – for good? 
Who knows.

See more details here: https://
bunch.ai/blog/meet-emma-ai/
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Case[2]
Predicting a worker’s mindset —
with one click on their LinkedIn

Connecting People on the 
same competencies

Connecting People through 
personal orientation ( sexual 

orientation)

W
ho

 h
el

pe
d 

cr
ea

te
 th

is 
tool?

Programmers

Who profi ts from this tool?employers who search 
for a sepcific worker

conservative structures are reinforced

Who is harmed by this tool?

Identification of political or 
societal views

How does racism, sexism, classism, ableism, homophobia, transphobia... 
ON THE SOCIETAL LEVEL play a part in this?

How does racism, sexism, classism, ableism, homophobia, 
transphobia... ON THE INSTITUTIONAL LEVEL play a part in 

this?

peoples interests probably 
become to transparent

marginalised people, 
people who dont go 
conform with the standard 
assumtions/stereotypes

some categories might not even be formed, because there are few people 
belonging to them

people might not fill in very detailled information, because they fear 
disadvantages

people suffer disadvantages because they might not get connected with 
relevent people -due to the assumption they might not have much in 

common
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Case[3]
Jurisdictional risk assessment – 
Likely to re-offend? 

The jurisdiction in many of the US states 
relies on algorithms to support decisions 
during every stage of the criminal justice 
system. These risk assessment tools are 
used to predict a defendant’s likelihood 
to reoffend. The resulting score from low 
to high risk effects decisions regarding 
probations, bond amounts and even the 
length of jail time in criminal sentencing.

In 2016, the US non profit newsroom 
ProPublica assessed one of the most widely 
used commercial risk assessment tools, 
called COMPAS (developed by the for profit 
company Northpointe, now Equivant).

ProPublica found that Black defendants 
were more likely to be misclassified as higher 
risk while white defendants were more often 
misclassified as low risk. Black folks were 

“Race” is not one of the categories. Instead, 
questions such as “Was one of your parents 
ever sent to jail or prison?”, “How many 
of your friends/acquaintances are taking 
drugs illegally?”, “How often do you have 
contact with your family?”, “How often have 
you moved in the last twelve months?”, “Do 
you have an alias (do you sometimes call 
yourself by another name)?”, “How many 
times did you skip classes while in school?”, 
“How often did you get in fights while at 
school?” and “How hard is it for you to find 
a job above minimum wage compared to 
others?” are asked.

An interesting factor is the change of use: 
COMPAS was originally developed to 
provide judges with an understanding of 

Northpointe Suite’s COMPAS Assessment Bar Chart

Excerpt of the Questionnaire (Src: 
https://assets.documentcloud.org/
documents/2702103/Sample Risk-
Assessment COMPAS CORE.pdf)

“These histograms show that scores for white 
defendants were skewed toward lower-risk 
categories, while black defendants were evenly 
distributed across scores.” (Src: ProPublica)

inaccurately identified as future criminals at 
almost twice the rate as white defendants.

When comparing the “Risk of Violent 
Recidivism” scores to the actual recidivism 
rates of defendants, they found the 
prognoses to be “remarkably unreliable” – 
only 20% of the people predicted to commit 
violent crimes actually did.

How does COMPAS work? An important 
part of it is a questionnaire consisting of 
137 questions that are either answered by 
the defendant or drawn from their criminal 
record. The questions are not only directly 
related to risk but also comprise the topics 
“criminal personality,” “social isolation,” 
“substance abuse” and “residence/stability,” 
where defendants are each ranked low, 
medium or high risk.

the defendant’s rehabilitation needs. For 
instance, it should help them decide on how 
much mental health counseling they have to 
offer if the defendant is put on probation – 
or if it is likely that they are “unsuitable” for 
treatment.

Question to think about: How likely is 
it for the judge to decide against the 
recommendation of the tool?

See more details here: https://www.
propublica.org/article/machine-bias-risk-
assessments-in-criminal-sentencing

https://www.propublica.org/article/how-we-
analyzed-the-compas-recidivism-algorithm



21page [  ]20/* [D/R]econstructing AI */ page [  ]/* [D/R]econstructing AI */

W
hy

 d
oe

s 
th

is 
to

ol 
exi

st? 
What was it created for?

In
 w

ha
t w

ay
s d

oes this tool do harm?

Case[3]
Jurisdictional risk assessment – 
Likely to re-offend? 

Support decisions in the 
criminal justice system 
and tell what kind of 

rehabilitation measure 
s.o. would need.

capitalist criminal justice system 
in the US

W
ho

 h
el

pe
d 

cr
ea

te
 th

is 
tool?

developed and owned 
by Northpointe (now 

Equivant

Who profi ts from this tool?white people who 
have been convicted 
for s.th. because they 
are more often said 
to do not become 
criminal anymore.

the ruling, white class (occupying 
resources of Black people e.g. from 

times of slavery)

Who is harmed by this tool?

convicted people have low 
chances of appealing the 

system and are discriminated 
along lines of racism

How does racism, sexism, classism, ableism, homophobia, transphobia... 
ON THE SOCIETAL LEVEL play a part in this?

How does racism, sexism, classism, ableism, homophobia, 
transphobia... ON THE INSTITUTIONAL LEVEL play a part in 

this?

people who need support, 
are especially left out

Black people, low class/
poor people, marginalized 
people of all groups

They have the power to enforce their decision with low chances to appeal

The questions chosen for the questionnaire show a low awareness for 
societal structures and are even highly misleading because school grades 

do not tell anything about the possibility to get convicted for a crime.

To ask about the background of parents is racist in the US especially 
because of the history of slavery and European settlers ursurpation.

The criminalization of 
being low class basically.

people who have no money 
for bond (classist)

(probably a bunch of white 
dudes)
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“We have the gift and the 
responsibility to imagine. 

And yes, this is a dark age. 
And a darkness such as this 
is the perfect setting for our 

dreams. Visionary fiction 
is a way to shape dreams 
of justice – to understand 

that art is not neutral, that 
what we dream and create 

is a practice ground for the 
futures we need” 

adrienne maree brown

Dreams of 
Visionary 
Fiction
Redefine
Remix
Reimagine
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Who are the  artists, academics, critics, thinkers, thinkers, technologists who we 
need to look to in order to understand our technological presents and change our 
technological futures?Who Inspires Us?
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Futures
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Manifesto

    CHECK THESE OUT
    
    The Design Justice Network Principles
    The Feminist Data Manifest-No
    Blackspace Manifesto
    Critical Engineering Manifesto
    Archimedean Oath
    Programmer’s Oath
    Never Again
    Radical AI Principles
    The Xenofeminist Manifesto
    Feminist Principles of the Internet
    MIT Co-Creation Manifesto
    Consentful Tech
    Imagining a Universal Declaration of Digital Rights
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Futures 3
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Visionary 
Future

Visionary 
Future

How can we reinvent our technological futures?

1. Use one of the sentences on the previous page as your framing future 
scenario. What are the possible implications of this future?

2. Pick two of the values to help you create a re-imagined technological 
future.

3. Create a collage on this page to convey your new future vision.

“We have developed technology to digitally back-up our brains”

“Moods are controlled by brain stimulators embedded at birth”

“A corporation gets elected as president for the first time in history”

“Machines have attained equal legal status with humans”

“Most business transactions or information inquiries now involve dealing with a 
simulated person”

“High-resolution audio-visual cybersex has become the new sexual norm”

“All civil servants have been replaced by more efficient algorithms”

pleasure

justice   

community 

care

awareness

inclusivity

integrity

belonging

empathy

Values

Sentences
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Credits
Workshop and zine created by...

Nushin Isabelle Yazdani
https://nushinyazdani.com/
 
internet teapot 
(Karla Zavala & Adriaan Odendaal) 
https://internetteapot.com

Participants and zine contributions by...

Marie Dietze
Sophie Pigal
Waltraud Ernst
@malweene
Lisa, Bianca, Louis

Special thanks to.... 
Ars Electronica
Johannes Kepler University
Sandra Buchmüller for suggesting us for the workshop 
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