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Then we have 8575 ~ N (,BO,VEOLS) . where VEOLS =0} (X’X)fl. That is, for any

- B:oLs —B;
ﬁj,OLs NN(ﬂJ"“’VA,,oz‘s) s O % NN(Oa 1)-

And
(IBOLS - ﬂo) ’ V;(ln (BOLS - :30)

(EOLS - IBO)IX,X (EOLS - 160) - X2 (p 4 1) )

p)
90

For any k x (p+ 1) full rank matrix R, we have R,[Aio s~ N (R,Bﬂ, RV, R’), or
oLs

(Bows — Bo) B (RV5,, B') 'R (Boss - Bo)

(IBOLS - ﬂl))’ R’ (R (X,X)71 R,) B R (EOLS - 160) - X2 (k) )

V)
90
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Yi = B + wi,

i.e., we consider a linear model of x; without the intercept. Please show that TSS # RSS+ESS.
That is, R?> = RSS /TSS may be negative.

Now consider a even stronger version of the classical condition D2:
D2’. there exists a vector 3, = [ﬂﬂ,l}vﬁl,ﬂ’ /32,0, ey ﬂp,o] such that
Yi = Boo + B10%1,i + Bop®2i+ + By oTpi +ei, 1=1,2,....m,

where &; "% N (0,63).
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For the model (1), let

~ A > > > >
Ui =X;Bors = Boors + BrosT1,i + BrorsT2i + -+ By oLsTr

be the fitted value for y;, and u; = y; — y; be the residuals. Recall that

Total sum of squares : TSS = Xn: (y; — §)2 s

i=1
Regression sum of squares : RSS = Xn: (y: — @)2 , and

i=1

Error sum of squares : ESS = Xn: (y; — @\,)2 = z": u?.
i=1 i=1

Then RSS
Coefficient of determination: R? = T5 (5)

Problem 3. Consider the following models:

1. For the model:
Y = o+ u;,
i.e.. we consider a model with only the intercept. What is the value of R??
2. For the model:
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Therefore, for any null hypothesis Hy : RBg = c. we have the following test statistics:

- (RﬁOLS - c), (R‘A,EOI:SR,) B (R'BOI‘S B C) (11)
(ngOLs — c)’ (R (X')k(z;l R')’l (R,BoLS - c) o p1).
{o}

For example, the null hypothesis, Ho : 8o = Bgo =--- = By, = 0. can be written as Ho : R, = c. where

010 0 - 0 0
[oo 10 - o] [0]
R=[0p0Ll= |00 0 1 Pl and e=0p0=] 0.
R L]
[000--- 0 1J [OJ
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Problem 4. Consider the model:
Yi = Bo + 121, + BoZ2,i + B3T3, + BaTa + Bsxsi +us,  i=1,2,...,150.

Suppose that we have the following null hypotheses. Write out R and c in the form of Ho: RBy = c.
And write down the null distribution.

L H(gl) : 50,1 = 50,2 = 50,5 =0.
2. H(gz) : 50,0 - 350,3 - 6:30,4 =4

3. H(ga) : 50,2 - 450,4 +1= 250,1-
4. Hé4) 1 Boo + 3801 + Bog+ 5805 =T

Remark 1 For the null hypothesis Ho : Boy = Boo = -+ = By, = 0. another way to test the null is to
consider the following statistics:

(TSS - ESS)/p R?/p
ESS/(n-p-1) (1-8)/(n-p-1)

F

(12)

This F statistic in equation (12)) is numerically identical to the statistic in equation (11)). We skip the details.
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Problem 2. Consider the model:

Yi = Bo+ 5121, + BT +ui, i=1,2,....n,

Is BOLS still an unbiased estimator for B, when D1 and D2 hold in general but

1. E(e2) = z%,i. i.e.. {e;} are not homoskedastic, but heteroskedastic?

2. B10=0and By0=0, ie., {x1:2;}; | are not correlated with {y;};_, ?

3. there exists a vector By = [ﬁo,mﬂl,o,ﬂz,o] and vy # 0 such that

where {3}

=1

Yi = Boo + B1,0%1,i + Bap®2i +Yo%3: + &, i=1,2,....n,

are random variables such that

B (23,) = i # 07
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Suppose that the OLS estimator ﬁo s can be calculated. We know that ﬁo s is an unbiased estimator
for By, i.e., B (ﬁoLs) = By. when the following two classical conditions hold

D1. {x1; 22, .. ,zp,i}?:] are nonstochastic, and
D2. there exists a vector By = [/30,0,/3,,0,/32,0, AN /Hp,O] such that
Yi = Boo+ 5810710+ BooZ2i+ -+ BpoTpi tE, 1=1,2,....m,
where E (5;) =0, E (¢2) = 03, and E (g;5;) =0 for 4,5 = 1,2,...,n and i # j,

= (x'x)",

Furthermore, under D1 and D2, Var (ﬁo LS) = VBO”

n

A ®)

n-p-lig
is an unbiased estimator for o3, and
T _ 22 iyl
Voo, =7 (XX) @

is an unbiased estimator for VE .
oLs
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Consider the model:

yi = X0 +u; = Bo + 121+ Boxai + -+ BpTpi + i,

where x| = [1,214,224,...,%p] and B8 = [/Ho”@hﬂm ""ﬂp]ﬂ or

y=XB+nu,
where y' = [y1, 2, ..., Y], W = [u1,u2,. .., un], and
x 1 11 z2:
x5 1 z13 22
x=| "=
x], 1 21, Zon

Problem 1. For the multiple linear regression, suppose that
(21 I
1

_ I
y=1a1] X= x| |1
2 Xy 1

Zp.1
Zp2

o N

(23 )

o]

i=12...,n,

m

2

For this data matriz. can you calculate the ordinary least squares (OLS) estimator? Why or why not?
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where VE;,OLS is the variance of 3, 5 5. i.€., the (j + 1) diagonal element of Vﬁoz_s’ and SE =./V5

j.oLs BjoLs
is the standard deviation of 3; o 5.
Recall that ‘Afﬁou =32 (X'X)fl, where 52 = (n —p — 1)71 S (i — @-)2. Then

PionsZHit i p-1), ©)

BjoLs

where Sﬁj,oz_s =,/V ors 8 the standard error of 3, 57 5. For any k x (p + 1) full rank matrix R. we have

(ﬁOLS - :30), R/ (R‘AIEOLSR,) - R (ﬁoz,s - ﬂo)
k
(ﬁOLS - ,30), R/ (R x'x)™ R’) B R (,Boz,s - ﬂo)

ko2

(10)

~F(kn—p—1).




